1. Gener al | nf o

Wel come to the workshop! The goal of this guide i
Rancher, t wo Kubernetes clusters, Longhorn and a
guide to Kubernetes, but will atust eni nwimuenh seaweb.
for application development, testing, and product
Rancher cluster can support multiple worker cl ust
can be of a varietydofnLs$pesgi istcadvesi Wnedaws. W
scope for this workshop and not recommended for t
build for a native Linux deployment, in our <case
and compl enxtiatiyn efrosr. clusse the right tool for the job
We will be connecting to the servers (soon to bec
Putty. OpenSSH can be | aunched via Power Shell as
well, but is less friendly.

The credentials for the workshop are provided
participants. The password is case sensitive.
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2 . Prepare the control cl

The control cluster is what hosts the Rancher
That is the sole purpose. Any actual workload
a Rancher deployment in our environment, we Ww

Kubernetes Engine 2, to host the Rancher insteé
1. SSH intdNogddairofl the Contr ol Pl an ITdls.t er . T

2. |1 f prompted for Yes/ No of a SSL thumbprint,



PuTTY Security Alert

The server's host key is not cached in the registry. You
have no guarantee that the server is the computer you
think it is.

The server's ssh-ed25519 key fingerprint is:
ssh-ed25519 255
9d:17:78:06:dc:37:4e:65:23:88:43:96:22:48:82:a5

If you trust this host, hit Yes to add the key to

PuTTY's cache and carry on connecting.

If you want to carry on connecting just once, without
adding the key to the cache, hit No.

If you do not trust this host, hit Cancel to abandon the
connection.

Yes No

rorkshop

orkshog ).32.12.111's

Welcome to 1

https://ubuntu.com/a
1 as of Tue Jun 28 10:49:21 EDT

Processes:

5.0% of 96.94GB Users

IP address for ensl92:

4.15.0-188-generic xB86 64)

176
0
10.32.12.111

- read how we shrank the memory

it the smallest full K8s around.

ps://ubuntu.com/blog/microk8s-memory-optimisation

3. Di

k8workshop@DS-CTL-1:

[sudo]

k8workshop@DS-CTL-1:
k8workshop@DS-CTL-1:

OO0AI
OOAI

immediately

nal u tes run: apt st upgradable

r 10.22.4.53

sabl e swap and then reboot
| o kBuworkshop@DS-CTL-1: -

password for k8workshop:

Ox DI
o]

~$ sudo swapoff -a

~$ sudo rm /swap.img
~$ sudo vim /etc/fstabl
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# before thensewhpPod®ress

Press AEscape colon w go then enter

b . Or usi

ng Nano just type # in front of t

Then control +x, y, Enter .

T Al

YAOAYEAOOAA

5 Run t hi
return

S
t

cVOrPMaOdYSN3Ixdl7r9PBYanRBxgWO$§

263a /boot extd defaults 0 1

command to verify that the swap
O prompt .

k8workshop@DS-CTL-1:~§ sudo swapon --show

6 . Reboot

t

he VM using:

OAAT T O

7. Repeat

S

teps 1 thr@BughdB8CWwketheyour a€Tel |

througkB.WRK

3 Depl oy the control ol
Now that we have disabled swap on the 3 <co
depl oy Rke2 Kubernetes to the control cl us

1. Become

root :

he

as

u

ntr
ter
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2. Download the Rancher Kubernetes Engine 2 (
AOOUWDO A, EOOPOKYYCAOt MEAYt ET vy

3. Create a path for the configuration file.
| EAEBD® YAOAYOAT AEAOYOEAY Y

4. Configure the config.yaml for rke?2
** % *x Pl ease note the first rancher node needs

OEI YAOAYOAT AEAOYOEAY{ YAI 1 EECH

Contents of the yaml file:
Ol EAERXxT OEOET By {
OITUWAT k
ECAAUWME OO) 1 EOEATOARAGAdHAET

EOAAUD®E OO) 1 EOEANTA(AA M dHAET
OAOOAOKk EOOPDODBYOOAA ADE AQT A (AR OMkdi & B Is
Comment s:
The token represents your cluster password fo

ot her . Il t6s used f or Dbsoaont sitsr atphpei nyN S sn awee |1f.o rT |
Kubernetes APl endpoint. I n a production scen.
conol cluster. This is part of the I|ifeblood
availabl e.

5Start the cl ustler service on CTL
OUOOATAANNADRBRAGA OOA Ot OAOOEA
OUOOAT AOI O @A AHEAFGAOOEA A

Comment s:
| t can take a minute or two for the service to st

will see a return to the prompt and no error mess
say somet heaEh @ Od AdAGEOT You would then need to use t
to start troubleshooting the issue.
6 Execute the same systemct en2abaded-a@dL st art
7T Execute a kubectl command to verify that RKE:

YOAOYI EAYOAT AEAOYOEWMH FAAATYIEBARABAOI

A
YAOAYOAT AEAOYOEAY YOEAYt UATT CAO 11T AAO




8 The get nodes output should look Iike the fol

areresponding or bootstrapping.

root@DS-CTL-1:~# /var/lib/rancher/rke2/bin/kubectl --kubeconfig /etc/rancher/rke2/rke2.yaml get nodes
ROLES AGE VERSION

Ready control-plane,etcd,master 52s v1.23.7+rke2r2

ds-ctl-2 Ready control-plane,etcd,master 36s v1.23.7+rke2r2
ds-ctl-3 NotReady control-plane,etcd, master 10s v1.23.7+rke2r2
root@DS-CTL-1:~# [

9 Perform an export to add RKE206s bin folder toc
APl ©O4 0! KYOAOYI EAYOAT AEAOYOEAY YAET Y

10. On GZLand3Cperform the foll owing command
necessaryfolder:

| EAEO YOI T OYt EOAA

11. On all 3 nodes perform this command to pe
moreconvenient fol der for Kubect | access.

AP YAOAYOAT AEAOYOEAY YOEAYt UAI T YOI T OYt EOAA

4 . Confi-rgaqwei sihteeprand depl c

Depl oy Helm 3, which is the core component for
(Helm Charts).

Add the jetstack certificate manager repository

Add the Rancher repository (stable release)

Fetch the two container images (Jetstack and Ra
AAOAE EAQOOAAGMADLOEGT T Ot ot
AA O A E UOGDMI AN EAAYCD AUICAEDAOE T T f
OADPT ODPAAOA

Il nstall the Cert Manager image (Hel m Char't

i ET @@AIOIOAT ACAO
EAOOOAARIYARAORAOUAT AODAAA
AAQIOCAT AQAO
WA OAAAI AODAAA
WOAOOEIT T @t at (
WAOAEGT OOAIT 1GrQGB/O”

Create the namespace for Rancher

AOAACADU@OAIAOCOI A

l nst all the actual Rancher application vi



OAl 1T OATUABADI ARKDAEABAO

b A A AUDAIIO@E T A

WOAEGT 001 Al A» MAODARAEADATAN AET

WAOAOOGEIT T At izt Is

WAOAGAT T OOOOAPOAOOXxT OA” EnxT OEOET PAT T O

O
O

8. The Dbootstrap password is configured here as
want something a |ittle more secure in a produ
initial admin password during deployment. Thi
initial l egin to Ranch

5. Accessing Rancher

Once you complete the prior section, your Rancher
proceed to get into the Rancher wuser interface an
production Rancher environment has one cluster de
= W@ RANCHER Do

Welcome to Rancher *

Learn more about the improvements and new capabilities in this version.

Getting Started X Community Support

Take a look at the the quick getting started guide. For Cluster Manager users, learn more about where you can

find your favorite features in the Dashboard Ul. Learn More
You can change what you see when you login via preferences Preferences X
Clusters 1 Import Existing i
Commercial Support
State Name o Provider Kubernetes Version CPU Memory Pods
Active rke2 v1.23.7+rke2r2 12 cores 23GiB 47/330

Wedbre going to start with the Create button direc:
al so our Rancher host <cluster



= Cluster Management

@ Clusters 1

Cloud Credentials Cluster: Create

Drivers
Create a cluster in a hosted Kubernetes provider

= Pod Security Policies

RKE1 Configuration o
Advanced v map
K  Amazon EKS EESE;JI Azure AKS Google GKE

ree1 @D Rke2/K3s

Provision new nodes and create a cluster using RKE2/K3s

. Amazon EC2 = Azure 9 DigitalOcean

Harvester y Linode ‘ VMware vSphere

Use existing nodes and create a cluster using RKE2/K3s

@ Custom

From here we wil| turn ON the
us the option for Custom at the

with a simple command.

RKE1 vs RKE2/ K3s to
bottom and the ab



Cluster: Create Custom

Cluster Name * Cluster Description
|
Cluster Configuration
I Basics
Member Roles Kubernetes Version Cloud Provider

v v
v1.23.7+rke2r2 {None)
Add-On Config

A . Ol ner Networ!
Agent Environment Vars Coritsiner Network

. v

calico
etcd
Labels & Annotations .

Security

Networking

Default Pod Security Palicy Worker CIS Profile

g v v

Registries RKE2 Default (None)

Upgrade Strategy : ‘
Project Network Isolation
Advanced

System Services
@ CoreDNS @ NGINX Ingress @ Metrics Server

We will actually use the default configuration fo
be customized, but are not specifically relevant
|l owercase) and optionally a description. Here is

Cluster Name * ’

Cluster Description
ds-wrk-cluster

David's worker cluster

We will then want to configure the Registration t



In Step 1., select all 3 roles. 1t does no harm
must have at |l east 1 node with edclhomohegilerctt he
al | 3 for the initial script, you will -need to r
t hr ough3 WRK

In Step 2., be sure to CHECK the | nsecurfsd:gntedx.
certificate.

You will then copy and paste the command in the
cannot provide it for you in this guide. Here is
when ran. It must be executed via root

Step 1

Node Role

Choose what roles the node will have in the cluster. The cluster needs to have at least one node with each role.
etcd Control Plane Worker

Show Advanced

Step 2

Registration Command

Run this command on each of the existing Linux machines you want to register.

curl --insecure -fL https://rancher-ds.p m pnr/system-agent-install.sh | sudo sh -s - --
server https://rancher-ds.@ e Jeud B B G- --label 'cattle.io/os=linux’' --token
wbct666c8xhqbzca8pflwkjrfhl8xj98knmd9jf2rgqps9ksgmjbes --ca-checksum
8976271af84fbac775f1b6cb74080b7cf1e91d3556c609737dd0Bb2ab73eebab --etcd --controlplane --worker

Insecure: Select this to skip TLS verification if your server has a self-signed certificate.

Run this command in PowerShell on each of the existing Windows machines you want to register. Windows nodes can only be
workers.

The cluster must be up and running with Linux etcd, control plane, and worker nodes before the registration command for adding Windows workers
will display.
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root@DS-WRK-3:~# curl --insecure —-fL https://rancher-ds.j Ju/system-agent-install.sh | sudo sh -5 - —-s
erver https://rancher-ds.| R --label 'cattle.io/os=linux' --token wbct666c8xhqézci8pflukjrfhl8xj98knmu9
jf2rggps9ksgmjbcs --ca-checksum 8976271af8ufbac775f1b6cb74080bT7cf1e91d3556c609737ddeeb2ag73ee6ab —-worker
% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Left Speed

lee 27723 a 27723 2] 8 1592k -— 1592k
[INFO] Label: cattle.io/os=linux
[INFO] Role requested: worker
[INFO] Using default agent configuration directory /etc/rancher/agent
[INFO] Using default agent var directory /var/lib/rancher/agent
[INFO] Determined CA is necessary to connect to Rancher
[INFO] Successfully downloaded CA certificate
[INFO] Value from https://rancher-ds. {cacerts is an x589 certificate
[INFO] Successfully tested Rancher connection
[INFO] Downloading rancher-system-agent from https://rancher-ds.j 0 /assets/rancher-system-agent-amdeu
[INFO] Successfully downloaded the rancher-system-agent binary.

Generating Cattle ID

Successfully downloaded Rancher connection information

systemd: Creating service file

Creating environment file /etc/systemd/system/rancher-system-agent.env

Enabling rancher-system-agent.service

symlink /etc/systemd/system/multi-user.target.wants/rancher-system-agent.service + fetc/systemd/system/rancher-s
ystem-agent.service.
[INFO] Starting/restarting rancher-system-agent.service
root@DS-WRK-3:~#

I f everything executes correctly on the 3 nodes (

the same cluster), you will see a screen | ike thi
whil e everything comes up.

Condition Status Updated Message

AgentDeployed True 51 secsago

BackingNamespaceCreated True 4.3 mins ago

Connected True 39 secs ago

Created True 31secsago

CreatorMadeOwner True 4.3 mins ago

DefaultProjectCreated True 4.3 mins ago

GlobalAdminsSynced True 1 mins ag

InitialRolesPopulated True 4.3 mins ago

NoDiskPressure True 4.2 mins ago

NoMemoryPressure True 4.2 mins ago

Provisioned True 4 mins ago

Ready True 31secsago

Reconciling False 31secsago

RKECluster True 22 secs ago

SecretsMigrated True 4.2 mins ago

Stalled False 4.3 mins ago

SystemAccountCreated True 1 mins ago

SystemProjectCreated True 4.3 mins ago

Updated Unknown 22 secsago [Waiting] configuring etcd node(s) custom-7eef53b96e79.custom-983569f3d4d3

Wiaiting True 31secsago

After a few minutes you should see this



State Name Node OS Roles Age

Running custom-7eef53b%26e79 ds-wrk-2 Linux All 6 mins
Running custom-983569f3d4d3 ds-wrk-3 Linux All émins
Running custom-f697b262a1f5 ds-wrk-1 Linux All 6 mins

At this point the worker cluster is READY! l'tbos e
native persistent storage. After that, i1tds all f
depl oy this workshopb6és version efwiat Hed | 0e pMorrd tde a
mari aDB database.

6 . Deploying Longhorn for p

Longhorn provides distributed block storage as a
Kubernetes cluster. I't enables applications to re
Persistent Volume Claims (PVC). -1 nh rspeasyotyg dagd
upgraded via the same process. Longhorn is only s

1.Go to Apps then Chart s.
2.Ensure the Rancher repo is selected (or wuse Al
3.Click the Longhorn box.

Charts

All charts have at least one version that is installable on X

= a

Harvester Cloud Provider

bhook to mitigate D] AHelm chart for Harvester Cloud Provider

Harvester CSI Driver Istio Logging Longhorn

Lo

4 Feel free to read the full content of the helm
5.Click the blue I nstall button.
6.Select the System project from the drop down.



| All charts have at least one version that is installable on clusters with Linux and Windows nodes unless otherwise indicated. X

. Longhorn Install: Step [ ] [¢]

100.1.2+up1.2.4  Set Appm: ta

Values

| This process will help create the chart. Start by setting some basic information used by Rancher to manage the App.

7.Everything may be | eft default here. Feel free
resilience | evel i f desired, but 3 pods per st
t hat we shoul dnoadveo isdt oursaigneg foonr cmrmidtsi c al per si st
8.Click Install.

9.A console wildl pop up and show you the install

Winstall longhorn-systemionghom ()

Fri, Jul 12022 10:23:47 as heln upgrade -- “true --namespacelonghorn-system --timeouts10a8s --valuess/home/shell/heln/values-longhorn-crd-189.1.2-upl.2.4.yaml --version=108.1.2+up1.2.4 --waitatrue longhorn-crd /home/shell/heln/longhorn-

Fri, Jul 1 2022 10:23:47 an

Fri, Jul 1 2022 10:23:49 an

Fri, Jul 1 2022 10:23:49 am

Fri, Jul 1 2022 10:23:51 am

Fri, Jul 1 2022 10:23:51 am 1 14:23:48 2022

Fri, Jul 1 2022 10:23:51 am NAMESPACE: longhorn-system

Frd, Jul 1 2022 10:23:51 am STATUS: deployed

Fri, Jul 1 2022 10:23:51 am REVISION: 1

Fri, Jul 1 2022 10:23:51 am TEST SUITE: None

Frd, Jul 1 2822 10:23:51 am

Fri, Jul 1 2022 10:23:51 am

Fri, Jul 1 2022 10:23:51 am SUCCESS:
/home/shell.

imeout-10m0s --values=/home/shell/heln/values-longhorn-crd-180.1.2-upl.2.4.yaml --version=100.1.2+0p1.2.4 --¥

n upgrade
heln/longh

longhorn-systes

~true longhorn-crd

Frd, Jul 1 2022 10:23:51 am

Frd, Jul 1 2022 10:23:51 am hels upgrade --installtrue --namespace=longhorn-system --timeout=10s@s --values=/hose/shell/heln/values-longhorn-109.1.2-upl.2.4.yam] --version=100.1.2+up1.2.4 --waltatrue longhorn /home/shell/heln/longhorn-100.1.2-
upl.2.4.tgz

Fri, Jul 1 2022 10:23:51 am Release “longhorn™ does not exist. Installing it now.

100nce completed, yowp magnhngdlieks tXe pop
11There should now be a Longhorn option in the |
12Click the Longhorn management Ul button to pop

Overview

Powered By: Long

This is the overview dashboard:
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7. Depl oying Monitoring for
performance, and stability

The monitoring infrastructure, which includes Gr a
(gear) I nstall Monitoring |ink on the Cluster Das
Cluster tools screen where you can add cluster |e
1.Click Install Monitoring.
2. The Cluster Tools screen will display:

Cluster Tools
Al charts have 3t least one version that is installable on clusters with Linux and Windows nodes unless otherwise indicated. X
()" Alerting Drivers v CIS Benchmark
The manager for third-party webhook receivers used in Prometheus nchmark t octl. Ref http

vghorn

| Deplors an Windove:
Longh

Co
Loggi

Logging
ec 0
:

orn is a distributed block storage system for Kubernetes.

@ NeuVector @ OPAGatekeeper

Helm feature chart for NeuVector's core services Modifies Open Policy Ag
based control f

3.Click Install on the Monitoring tile:

4. 1l nstall into the System project



