
1.   General info 
Welcome to the workshop! The goal of this guide is to walk you through the deployment of 

Rancher, two Kubernetes clusters, Longhorn and a couple applications. This is not the definitive 

guide to Kubernetes, but will at a minimum serve as a way to build a cluster which can be used 

for application development, testing, and production (with higher VM specifications). One 

Rancher cluster can support multiple worker clusters. We will be utilizing Ubuntu, but clusters 

can be of a variety of Linux distributions and in specific cases Windows. Windows is out of 

scope for this workshop and not recommended for this process in general. A better practice is to 

build for a native Linux deployment, in our case .Net Core, and avoid the Windows overhead 

and complexity for containers. Use the right tool for the job. 

We will be connecting to the servers (soon to become nodes!) using SSH. I recommend using 

Putty. OpenSSH can be launched via PowerShell as well in Windows 10 and Windows 11 as 

well, but is less friendly. 

The credentials for the workshop are provided below. They are the same for all 

participants.The password is case sensitive. 

5ÓÅÒƙ Ëʭ×ÏÒËÓÈÏÐ 

0ÁÓÓ×ÏÒÄƙ 7ÏÒËÉÎÇ+ʭƞƞ 

2.   Prepare the control cluster 
The control cluster is what hosts the Rancher application and monitoring for Rancher. 

That is the sole purpose. Any actual workloads will operate on the Worker cluster(s). For 

a Rancher deployment in our environment, we will use the RKE2 install, Rancher 

Kubernetes Engine 2, to host the Rancher instance on a 3 node cluster. 

1. SSH into your 1st Node of the Control Plan cluster. This should be {Initials}-CTL-1. 

2. If prompted for Yes/No of a SSL thumbprint, please accept 



 

3. Disable swap and then reboot. This can be done with either Vim or Nano 

 

ÓÕÄÏ Ó×ÁÐÏÆÆ ƜÁ 

ÓÕÄÏ ÒÍ ƳÓ×ÁÐƚÉÍÇ 



 

Press ñEscape colon w qò then enter 

b. Or using Nano just type # in front of the /swap 

Then control+x, y, Enter. 

ÓÕÄÏ ÎÁÎÏ ƳÅÔÃƳÆÓÔÁÂ 

 

5. Run this command to verify that the swap is off. There should be no output; a direct 

return to prompt. 

 

ÓÕÄÏ Ó×ÁÐÏÎ ƜƜÓÈÏ× 

6. Reboot the VM using: 

ÓÕÄÏ ÒÅÂÏÏÔ 

7. Repeat steps 1 through 6 with your CTL-2 and CTL-3 servers, as well as WRK-1 

through WRK-3. 

3.   Deploy the control cluster 
Now that we have disabled swap on the 3 control plane and 3 worker nodes, we can 

deploy Rke2 Kubernetes to the control cluster. 

1. Become root: 

4. Edit /etc/fstab 

a. Using Vim 

ÓÕÄÏ ÖÉÍ ƳÅÔÃƳÆÓÔÁÂ 

Insert a # before the /swap. Press i to enter ïInsertModeï 



ÓÕÄÏ ƜÉ 

2. Download the Rancher Kubernetes Engine 2 (RKE2) installation script and deploy. 

ÃÕÒÌ ƜÓÆ, ÈÔÔÐÓƙƳƳÇÅÔƚÒËÅʧƚÉÏ ƴ ÓÈ Ɯ 

3. Create a path for the configuration file. 

ÍËÄÉÒ ƜÐ ƳÅÔÃƳÒÁÎÃÈÅÒƳÒËÅʧƳ 

4. Configure the config.yaml for rke2 

**** Please note the first rancher node needs to have the server line commented out. *** 

ÖÉÍ ƳÅÔÃƳÒÁÎÃÈÅÒƳÒËÅʧƳÃÏÎÆÉÇƚÙÁÍÌ 

Contents of the yaml file: 

ÔÏËÅÎƙ Ëʭ×ÏÒËÓÈÏÐʧʧ  

ÔÌÓƜÓÁÎƙ 

Ɯ ËÕÂÅÁÐÉƜǅ9ÏÕÒ)ÎÉÔÉÁÌÓ(ÅÒÅǆƚÓÏÍÅƚÄÏÍÁÉÎ 

ʢÓÅÒÖÅÒƙ ÈÔÔÐÓƙƳƳËÕÂÅÁÐÉƜǅ9ÏÕÒ)ÎÉÔÉÁÌÓ(ÅÒÅǆƚÓÏÍÅƚÄÏÍÁÉÎƙʮʨʩʪ 

On nodes CTL-2 and CTL-3: 

ÔÏËÅÎƙ Ëʭ×ÏÒËÓÈÏÐʧʧ  

ÔÌÓƜÓÁÎƙ 

Ɯ ËÕÂÅÁÐÉƜǅ9ÏÕÒ)ÎÉÔÉÁÌÓ(ÅÒÅǆƚÓÏÍÅƚÄÏÍÁÉÎ  

ÓÅÒÖÅÒƙ ÈÔÔÐÓƙƳƳËÕÂÅÁÐÉƜǅ9ÏÕÒ)ÎÉÔÉÁÌÓ(ÅÒÅǆƚÓÏÍÅƚÄÏÍÁÉÎƙʮʨʩʪ 

Comments: 

The token represents your cluster password for them to know itôs safe to talk to the 

other. Itôs used for bootstrapping as well. The tls-san is the DNS name for your 

Kubernetes API endpoint. In a production scenario it will be load balanced across the 

control cluster. This is part of the lifeblood of your environment and must be highly 

available. 

5. Start the cluster service on CTL-1. 

ÓÙÓÔÅÍÃÔÌ ÅÎÁÂÌÅ ÒËÅʧƜÓÅÒÖÅÒƚÓÅÒÖÉÃÅ 

ÓÙÓÔÅÍÃÔÌ ÓÔÁÒÔ ÒËÅʧƜÓÅÒÖÅÒƚÓÅÒÖÉÃÅ 

Comments: 

It can take a minute or two for the service to start up. If everything goes as planned, you 

will see a return to the prompt and no error messages. If you encounter an error, it will 

say something about ƧÊÏÕÒÎÁÌÃÔÌ ƜØÅƨ. You would then need to use that command 

to start troubleshooting the issue. 

6. Execute the same systemctl enable and start commands on CTL-2 and CTL-3 

7. Execute a kubectl command to verify that RKE2 has started on all 3 nodes: 

ƳÖÁÒƳÌÉÂƳÒÁÎÃÈÅÒƳÒËÅʧƳÂÉÎƳËÕÂÅÃÔÌ ƜƜËÕÂÅÃÏÎÆÉÇ 

ƳÅÔÃƳÒÁÎÃÈÅÒƳÒËÅʧƳÒËÅʧƚÙÁÍÌ ÇÅÔ ÎÏÄÅÓ 



8. The get nodes output should look like the following once all nodes 
areresponding or bootstrapping. 

 

9. Perform an export to add RKE2ôs bin folder to PATH 

ÅØÐÏÒÔ 0!4(ˮʙ0!4(ƙƳÖÁÒƳÌÉÂƳÒÁÎÃÈÅÒƳÒËÅʧƳÂÉÎƳ 

10. On CTL-2 and CTL-3 perform the following command to create a 

necessaryfolder: 

ÍËÄÉÒ ƳÒÏÏÔƳƚËÕÂÅ 

11. On all 3 nodes perform this command to persist the RKE2 config into a 

moreconvenient folder for Kubectl access. 

ÃÐ ƳÅÔÃƳÒÁÎÃÈÅÒƳÒËÅʧƳÒËÅʧƚÙÁÍÌ ƳÒÏÏÔƳƚËÕÂÅƳÃÏÎÆÉÇ 

4.   Configure the pre-requisites and deploy Rancher 
1. Deploy Helm 3, which is the core component for deploying Kubernetes applications 

(Helm Charts). 

ÃÕÒÌ ÈÔÔÐÓƙƳƳÒÁ×ƚÇÉÔÈÕÂÕÓÅÒÃÏÎÔÅÎÔƚÃÏÍƳÈÅÌÍƳÈÅÌÍƳÍÁÉÎƳÓÃÒÉÐÔÓƳÇÅÔƜÈÅÌÍƜʨ ƴ ÂÁÓÈ 

2. Add the jetstack certificate manager repository 

ÈÅÌÍ ÒÅÐÏ ÁÄÄ ÊÅÔÓÔÁÃË ÈÔÔÐÓƙƳƳÃÈÁÒÔÓƚÊÅÔÓÔÁÃËƚÉÏ 

3. Add the Rancher repository (stable release) 

ÈÅÌÍ ÒÅÐÏ ÁÄÄ ÒÁÎÃÈÅÒƜÓÔÁÂÌÅ ÈÔÔÐÓƙƳƳÒÅÌÅÁÓÅÓƚÒÁÎÃÈÅÒƚÃÏÍƳÓÅÒÖÅÒƜÃÈÁÒÔÓƳÓÔÁÂÌÅ 

4. Fetch the two container images (Jetstack and Rancher). 

ÈÅÌÍ ÆÅÔÃÈ ÊÅÔÓÔÁÃËƳÃÅÒÔƜÍÁÎÁÇÅÒ ƜƜÖÅÒÓÉÏÎ Öʦƚʭƚʧ 

ÈÅÌÍ ÆÅÔÃÈ ÒÁÎÃÈÅÒƜÓÔÁÂÌÅƳÒÁÎÃÈÅÒ ƜƜÖÅÒÓÉÏÎ ʧƚʫƚʪ 

ÈÅÌÍ ÒÅÐÏ ÕÐÄÁÔÅ 

5. Install the Cert Manager image (Helm Chart) 

ÈÅÌÍ ÉÎÓÔÁÌÌ ʌ ÃÅÒÔƜÍÁÎÁÇÅÒ 

ÊÅÔÓÔÁÃËƳÃÅÒÔƜÍÁÎÁÇÅÒ ʌ ƜƜÎÁÍÅÓÐÁÃÅ 

ÃÅÒÔƜÍÁÎÁÇÅÒ ʌ 

ƜƜÃÒÅÁÔÅƜÎÁÍÅÓÐÁÃÅ ʌ 

ƜƜÖÅÒÓÉÏÎ Öʦƚʭƚʧ ʌ 

ƜƜÓÅÔ ÉÎÓÔÁÌÌ#2$ÓˮÔÒÕÅ 

6. Create the namespace for Rancher 

ËÕÂÅÃÔÌ ÃÒÅÁÔÅ ÎÓ ÃÁÔÔÌÅƜÓÙÓÔÅÍ 

7. Install the actual Rancher application via the image (Helm Chart) 



ÈÅÌÍ ÉÎÓÔÁÌÌ ÒÁÎÃÈÅÒ ÒÁÎÃÈÅÒƜÓÔÁÂÌÅƳÒÁÎÃÈÅÒ ʌ 

ƜƜÎÁÍÅÓÐÁÃÅ ÃÁÔÔÌÅƜÓÙÓÔÅÍ ʌ 

ƜƜÓÅÔ ÈÏÓÔÎÁÍÅˮÒÁÎÃÈÅÒƜÄÓƚÓÏÍÅƚÄÏÍÁÉÎ ʌ 

ƜƜÖÅÒÓÉÏÎ ʧƚʫƚʪ ʌ 

ƜƜÓÅÔ ÂÏÏÔÓÔÒÁÐ0ÁÓÓ×ÏÒÄˮËʭ×ÏÒËÓÈÏÐÂÏÏÔ 

8. The bootstrap password is configured here as k8workshopboot. You would 

wantsomething a little more secure in a production environment. The purpose is for 

initial admin password during deployment. This is the password you will use for 

initial login to Rancher. 

5. Accessing Rancher 
Once you complete the prior section, your Rancher install should be online. Now we will 

proceed to get into the Rancher user interface and use it to deploy our worker cluster. A 

production Rancher environment has one cluster dedicated to Rancher. 

 

Weôre going to start with the Create button directly above the existing ñlocalò cluster, which is 

also our Rancher host cluster. 



 

From here we will turn ON the RKE1 vs RKE2/K3s toggle such that it turns blue. That will give 

us the option for Custom at the bottom and the ability to deploy a worker cluster (and expand it) 

with a simple command. 



 

We will actually use the default configuration for most steps. There are a lot of things that can 

be customized, but are not specifically relevant here. We must enter a cluster name (all 

lowercase) and optionally a description. Here is a valid example: 

 

We will then want to configure the Registration tab of the worker cluster. 



 

In Step 1., select all 3 roles. It does no harm for these to be present on every node. You also 

must have at least 1 node with each role for the cluster to start properly. If you neglect to pick 

all 3 for the initial script, you will need to revert to a snapshot and redeploy WRK-1 

through WRK-3. 

In Step 2., be sure to CHECK the Insecure: box. That will enable the cluster to use a self-signed 

certificate. 

You will then copy and paste the command in the code box. It is specific to each cluster, so I 

cannot provide it for you in this guide. Here is a screenshot of what it will look like on your nodes 

when ran. It must be executed via root. 



 

If everything executes correctly on the 3 nodes (the same command is used across all nodes in 

the same cluster), you will see a screen like this. The Ready may be false for a few minutes 

while everything comes up. 

 

After a few minutes you should see this: 



 

At this point the worker cluster is READY! Itôs exciting for sure. Now we can deploy container 

native persistent storage. After that, itôs all fun and games as we configure monitoring and 

deploy this workshopôs version of a Hello World app: A phpBB instance with a separate 

mariaDB database. 

6. Deploying Longhorn for persistent storage 
Longhorn provides distributed block storage as a Container Storage Interface (CSI driver) for a 

Kubernetes cluster. It enables applications to request and use Persistent Volumes (PV) via 

Persistent Volume Claims (PVC). It is easy to deploy via Rancherôs built-in repository and easily 

upgraded via the same process. Longhorn is only supported on Linux 

1. Go to Apps then Charts. 

2. Ensure the Rancher repo is selected (or use All) 

3. Click the Longhorn box. 

 

4. Feel free to read the full content of the helm chart. Itôs interesting. 

5. Click the blue Install button. 

6. Select the System project from the drop down. Click Next 



 

7. Everything may be left default here. Feel free to look at the options. You can set a higher 

resilience level if desired, but 3 pods per storage object is usually enough. Keep in mind 

that we should avoid using on-node storage for critical persistent workloads. 

8. Click Install. 

9. A console will pop up and show you the installation progress. It will be similar to this: 

 

10. Once completed, you may click the pop-up consoleôs X. 

11. There should now be a Longhorn option in the left panel. Click that. 

12. Click the Longhorn management UI button to pop it out 

 

This is the overview dashboard: 



 

The Node tab shows stats on the 3 nodes that are associated with this Longhorn deployment. 

Each cluster will have its own list. 

 



7. Deploying Monitoring for cluster metrics, 

performance, and stability 
The monitoring infrastructure, which includes Grafana and Prometheus, can be installed via the 

(gear) Install Monitoring link on the Cluster Dashboard. The link will just redirect you to the 

Cluster tools screen where you can add cluster level features. 

1. Click Install Monitoring. 

2. The Cluster Tools screen will display: 

 

3. Click Install on the Monitoring tile: 

 

4. Install into the System project: 


